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INTRODUCTION 

The transport network is an important part of the city’s infrastructure. 

and is a system - the sum of the interacting parts, which are arranged and operate 

according to specified rules (traffic rules, building codes and regulations defining the 

structure and connection of roads). One of the elements of the transport network is a 

transport that performs special tasks - going to the scene of the accident (police cars), 

transporting patients (ambulance cars), reaching the scene of a man-made accident to 

eliminate it (fire service cars, emergency ministry vehicles, etc).  

Special transport (e.g. ambulances, police cars) has a special of possibility to 

bypass some of the traffic rules (e.g. ignore traffic lights, move by the oncoming lane) 

when necessary. Thus, it can travel noticeably faster and avoid traffic jams. Modern 

traffic models analyze the movement of special transport without consideration of this 

possibility. Common decision support systems (e.g. GPS-navigators, route-planning 

systems) give only rules-based recommendations (without considering the possibility to 

bypass them). To develop a decision-support system for special transport, it is necessary 

to develop specific models. To develop special behavior models, it is necessary to collect 

the data about patterns of special vehicle behavior and analyze traffic conditions related 

to the cases.  

Optimizing the operation of special transport is an important task, the solution of 

which can improve the quality of life of people through the timely elimination of 

accidents, early assistance and prevention of accidents. Relevance of the research is stated 

by the necessity to reduce travel time in emergency situations (e.g. patient transportation, 

fire truck mission). 

For large cities, large travel distances are characteristic, and for cities with high 

population density, congestion is typical. These two factors negatively affect the speed of 

movement of special vehicles, for which the time of movement is critical. 

The traffic rules are defined by the unique possibilities of special transport - ignoring 

certain traffic rules: 
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1. Move exceeding speed limits; 

2. Ignoring traffic lights; 

3. The ability to move by the opposite lane (MBOL); 

The decision on the application of these opportunities is made by the driver 

situationally and momentarily (since the outcome of the move will depend on the time 

spent on decision-making). Decisions require a certain accuracy of information that 

modern services either provide to a limited extent (averaged parameters with hour 

accuracy) or do not provide (for example, the presence of cars in the opposite lane). 

Recent advances in computer vision allow to analyze the traffic situation with high 

accuracy, which allows to build a model of special behavior. Using the model, it is 

possible to make decisions regarding the implementation of special behavior on any of 

the observed road segments, with certain parameters of the road situation. 

The purpose of this work is to identify special behavior, analyze and build a model 

of special transport behavior based on video data from the St. Petersburg camera, using 

computer vision methods, and propose new methods to analyze the behavior of special 

transport. 

Another purpose of this work is to develop an automatic system for the 

classification of road situations, which are characterized by special behavior, based on 

the parameters of the road situation collected by computer vision methods. 

The tasks of the thesis are: 

1. Research into existing methods and technologies of  

computer vision, providing detection and tracking of objects, counting 

objects in the image, semantic segmentation, optical flow analysis methods 

for subsequent analysis of the parameters of the traffic situation, 

corresponding special behavior situations; 

2. Development of the system using the considered computer vision methods 

for detecting and analyzing cases of special behavior; 

3. Construction of a model of special behavior; 
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The theoretical significance of the work lies in the study 

existing methods (including deep learning methods) in computer vision tasks applicable 

to the analysis of road traffic. Applied significance lies in the design and development of 

a system to demonstrate the feasibility of these methods. 

The object of the research is the methods of computer vision that can collect data 

on the behavior of special transport and the parameters of the road situation that are 

relevant to the situations of manifestation of this behavior. 

The subject of the research is the combination and adaptation of these methods to 

the task of recognizing special behavior and analyzing the parameters of the 

corresponding traffic situation. 

The traffic parameters obtained in the course of modeling applied to multi-agent 

modeling of road segment, considering the movement of special transport, to assess the 

benefits of implementing the rules of special behavior. 

Classification model (which can help to decide when MBOL should be performed) 

and simulation model (to assess possible speedup, considering real traffic parameters 

obtained using computer vision) are made. 

Scientific novelty of the work: 

1. A novel graphical feature “TrackLoop” for description of dynamics in video. 

2. A speed-density decision model for the MBOL-behavior of special transport. 

3. Anomaly detection method named “Adaptive Suppression”, which relies on 

distance (similarity) metrics only. 
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MAIN PART 

1 SPECIAL TRANSPORT RESEARCH REVIEW 

Important case, when the travel time of a special transport is critical, is the stroke. 

According to [1], stroke kills about 140,000 Americans each year and is related to 5% of 

all deaths. Within one hour of stroke, a patient loses as many neurons as he usually loses 

in 3.6 years[2]. 

The time of delivery of a patient is known to strongly affect the benefit of 

intravenous thrombolytic therapy and the probability of success of recanalization 

therapy[3] if the patient arrives within 60 minutes - the so-called "golden hour". Suddenly, 

from 253,148 ischemic stroke patients, only 28.3% arrived within one hour to a hospital. 

Chances of a positive clinical outcome decrease by 38% resulting from every additional 

hour in travel duration, even with age and reperfusion adjustment[4]. Travel time to scene 

for ambulance vehicle greater than 20 minutes is known to be associated with higher odds 

of mortality than travel time less than 10 minutes[5]. 

According to [6], the traffic conditions on the roads have a significant impact on 

the ambulance response times. Therefore, a research relating to the reduction of the travel 

time of a special vehicle is associated with preserving life, reducing the damage received 

from diseases, and improving the quality of therapy for large number of people. 

Special transport travel time can be reduced as a result of ignoring traffic rules. But 

special behavior occurs not always. Thus, we need to analyze road situations related to 

cases of special behavior, as well as detect such cases. 

The past decade has seen the rapid development of computer vision methods. 

Recently, a considerable literature has grown up around the topic of computer vision 

methods and related traffic analysis systems. Applicability of computer vision methods 

can be infered through comparison with existing sources of traffic data (e.g. GPS). 

The one of objectives of the review is to determine which metrics are appropriate 

for the traffic analysis task, different traffic state measures, as well as the computer vision 
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methods that allow collecting such data. Computer vision methods can do the 

classification of detected objects. Consequently, it can allow to distinguish special 

transport among other vehicles. 

1.1 Ambulance routing and distribution 

To schedule an ambulance route, we can consider number of vehicles, traffic 

congestion, static of dynamic nature of events in the transport system. Route can be 

calculated for each vehicle independently or for an emergency vehicles fleet. Route 

planning can be static, using road segment cost metric[7], or dynamic, considering change 

in traffic congestion during the day[8]. 

Distribution of the special transport in the city is another field of research, where 

consideration of special behavior can be used. It is possible to use a static planned vehicle 

distribution in the city, minimizing the average time of the car's journey to the place of 

call, or to carry dynamic relocation of idle vehicles (in order to maximize number of calls 

reached by an ambulance service)[9,10], depending on the routing cost. 

To predict the arrival time, a model based on real measurements of traffic 

parameters on road sections can be built. However, these models do not consider the 

possibility of special traffic to use special behavior. Most studies in the field of ambulance 

routing have only focused on generic vehicle route planning. 

One of the most significant current papers on the topic of special behavior is [11], 

where author takes special behavior into account and compares the two methods of route 

planning - with and without possibility of special behavior. Author presented a model of 

special vehicle behavior, considering traffic density and number of lanes: 

1. The author focuses on a single ambulance response to a single incident. 

Therefore, modelling a multitude of calls and a set of vehicles on a real city 

map and using real parameters is the subject of the task of further modelling 

to assess the advantages of special behavior.  

2. The necessity of parameterization of the received transport model, 

considering the possibilities of special transport by collecting data on the 
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behavior of a statistically significant number of ambulances, is also 

indicated. 

3. The time of the emergency travel is compared with and without 

consideration for the ability to violate the rules.  

This is the main article to which this study is addressed. The use of computer vision 

methods provides the possibility to estimate the parameters of motion patterns of special 

transport with data on the state of traffic for cases of special behavior. 

It is known that patient arrival time affects the choice of the therapy as noted in 

[12], but since the special behavior is the behavior of the micro model, the effect produced 

by the consideration of special behavior on the whole healthcare is not yet known. 

However, author proposed analytical approach (special transport always travels by the 

oncoming lane getting different speedup (derived analytically) depending on road 

segment traffic flow), not a dynamic logic of an agent in multi-agent simulation (with the 

scope of road or road network). Thus, opening the field for further research.  

The route planning system can be supplemented with road intersection models and 

collected the data on the state of traffic, which should ideally lead to a green wave (an 

ecological term meaning the absence of movement inhibition) for special transport. 

Result of route planning, on a randomly generated traffic system, shows significant 

decrease in travel duration (up to 5 times less). But author also states, that it is necessary 

to parameterize the model using real traffic data (thus, it is necessary to collect it). 

Collected parameters will allow performing further simulations related to the specific 

traffic system of the city.  

Special vehicle driver does not always decide to move by the oncoming lane. To 

find traffic conditions under which this situation happens, it is necessary to analyze real 

traffic data. 

The further study on the topic of existing planning models, location and relocation 

of special transport in the city, considering the possibility of special behavior, is 

undiscovered field of research. Dynamic route planning, depending on the current traffic 
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congestion, considering special behavior, has potential to produce completely different 

routes, in comparison with static route planning for generic vehicles, therefore reducing 

emergency services travel time. 

In [13] authors present a real-time emergency vehicle redeployment method using 

urgency parameter of received calls. The research can also be useful for planning 

redeployment of emergency services in accordance with the degree of importance of calls 

with consideration of possibility of special behavior. In [14] authors studied on the 

literature of the effective healthcare facility location. 

Taken together, these studies support the notion that research on the decrease in 

travel time of emergency vehicles is significant. 

Thus, consideration of special vehicle behavior can affect multiple aspects of 

emergency services route planning.  

Until recently, there has been little interest in special vehicle behavior. But, location 

and re-deployment planning, planning of static and dynamic routes, ambulances 

distribution in the city and even the distribution of the healthcare buildings, the entire 

system of patient care and patient delivery can be deeply affected using models of special 

transport behavior, which can be used in decision support systems (travel navigators and 

route planning systems), which can give recommendation considering possibility of 

special behavior. 

The development of models for the movement of special vehicle can use different 

levels of detail. Micro models of special transport can be represented as agent model on 

the road, and macro models can be represented as decision model considering statistical 

parameters). 

1.2 Collection of the data 

In [15] it is mentioned that a single-frequency band GPS has error about 10 meters 

and in [16] it is stated that GPS-enabled smart phones are usually accurate to within a 4.9 

meter radius under open sky (with worse accuracy near buildings), whereas the width of 

the roadway is 3.75 meters, according to Russian building codes and regulations. 
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Therefore, the usual GPS (installed in cars and smart phones) does not allow to determine 

the position of the car with lane accuracy (for example, in the case of 4 lanes), and, 

accordingly, detect movement to the oncoming lane. The method suggested by the authors 

in [17] markedly decreases the GPS measurement error by 20% by adjusting the GPS 

values by the values of the inertial sensors, but this is still not enough to distinguish the 

lanes. 

In [18] authors proposed a methodology for collecting data on cases of travelling 

to the oncoming lane. However, they analyzed a short period of time and identified a few 

cases of travelling to the oncoming lane. No attempt was made to collect the data on 

traffic flow or traffic density at the time of such cases. Only one of the computer vision 

methods for traffic analysis is used, while many others can be compared and the most 

productive and suitable for the task can be selected. Also, the study fails to consider the 

facts of driving to the red light and exceeding the speed limits are not analyzed. 

GPS is valuable source of the data. However, it is necessary to use more precise 

methods, e.g. computer vision analysis of video. Its accuracy allows to analyze traffic 

state within lane [19]. 

The analysis of traffic by computer vision is usually not limited to one method and 

includes the region of interest (ROI) selection, detection and tracking of objects on video, 

camera calibration, etc. To implement the detection of cases of special behavior, we can 

use existing combinations of computer vision methods. 

In [20] introduced Ambulance Driver Questionnaires measuring aspects of driving 

performance, style and driving competence. Main driving performance problems were 

bad visibility and misjudgement of the distance to the oncoming vehicle. These problems 

can be addressed by the integration of computer vision road analysis and decision support 

system (GPS-navigator) to supply or, in some cases, replace the limited driver's vision 

and provide accurate distance measurement. 
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1.3 Complex traffic surveillance systems 

Modern traffic surveillance systems allow analysis of traffic situation. As a rule, 

complex systems are used in the traffic analysis. Traffic surveillance system implies high-

performance computations on video, high-performance network of data-sources (traffic 

cameras) and data-storages as well as computation devices. This type of system develops 

in the direction of fully automatic calibration[21] and automatic highlighting of 

interesting events, providing the user with only important data for decision making and 

not forcing him to monitor the entire video. 

The system presented in [22] implies the use of separate servers for feature 

extraction, querying video data by parameters (with filtering by the type of observable 

activity of subjects, for example, you can request all the video fragments where fights 

occur, or more precisely by subject’s actions). 

2 COMPUTER VISION METHODS IN TRAFFIC ANALYSIS 

2.1 Traffic counting 

Baseline (detection line) method[23] is the use of virtual line that cuts through the 

road, intended to detect objects that intersect the line. Line has two states: “occupied” and 

“released”. Switch between states increases the counter of traffic flow. To detect 

occupancy, usually background subtraction method is used. It allows to represent object 

which distinct from background as white blobs. Thus, counting white pixels on extracted 

detection line, we can say about occupancy of object.  

Baseline method is suitable for freeways and intended to be used for high speed 

moving vehicle counting with noticeable distance between cars. But in traffic jam, cars 

are close to each other (partial occlusion happens) making background subtraction 

method produce connected blobs. This method is not suitable for roads with traffic 

congestion. There is also adaptation of this method to three baselines – start, middle and 

end, connected using simple logic: when first two lines occupied – raise flag, when flag 

raised, and last two lines are occupied - increase counter. It can be said that logic can be 
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not only strict but fuzzy and detection lines can be used as a feature in Deep Learning 

when count logic is not yet defined. 

Virtual loop[24] method is the use of rectangle shaped detector that placed on a 

lane exit. Presence of object determined by the occupied area of a virtual loop. It has two 

states as in baseline method. Occupancy also detected using background subtraction and 

represented as white pixels in the virtual loop area. If occupied area is above the given 

threshold, state of a virtual loop becomes “occupied”. Switch between states increments 

vehicle counter. Method can be used on roads with traffic congestion. But still can suffer 

from disadvantages of background subtraction (need of shadow removal, necessity of 

specific view angle which reduces partial occlusion of vehicles). 

There is also implementation of adaptive vehicle counting system, which proposes 

switch between different methods depending on traffic state[25]. Thus, eliminating 

disadvantages of methods in certain traffic states. 

2.2 Traffic speed 

Average road/lane traffic speed can be estimated through optical flow 

computation. There are two types of optical flow computation methods: 

1) Sparse optical flow computation – optical flow computed only for multiple 

local areas, which usually contain graphical features (e.g. corners, which can 

be easily tracked). 

2) Dense optical flow computation – optical flow is computed for the whole 

image, for every pixel. Redundant, but can capture high speed of movement 

and produce graphical interpretable maps of movement magnitude and 

angle. 

In [26] authors use Lukas-Kanade (LK) optical flow method to track the movement 

of features on the image and determine the speed of traffic, but also using projective 

mapping to project perspective image of the road on rectangular plane, making speed of 

vehicle less distorted. 
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Gunnar-Farneback [27] method used to calculate dense optical flow. The method 

calculates oriented three-dimensional tensors in a sequence of images that are combined 

within a parametric model to estimate the speed. This method estimates the speed of 

points in the region, and not for each point separately, which produces more smoothed 

optical flow maps. The method can be applied over images of different scale, capturing 

tensors and combining them subsequently. Thus, it is possible to obtain an optical flow 

related to objects, and not just over certain parts of objects. 

Macroscopic optical flow velocity(MOFV) analysis - is an estimation of the 

whole traffic flow speed[28]. Method is based on distribution of apparent movement 

velocities of brightness patterns in sequential images. Horn algorithm used for calculating 

the motion vectors on a large scale and Lucas-Kanade algorithm used to capture local 

movement. 

2.3 Traffic density 

Traffic density is related to density of vehicles that occupy the road segment at the 

moment in time. 

Road space occupancy is a percentage of used road area. Traffic density can be 

estimated through road space occupancy. With some loss of precision, in the situations, 

when difficult to distinguish the individual vehicle in surveillance video, we can use the 

density of image features (e.g. edges) to substitute the density of vehicles [29]. Well-

known computer vision methods such as background subtraction[30] or semantic 

segmentation[31] can produce segmented area of pixels, which can be used to estimate 

road occupancy.  

For simplicity, edge detection algorithms can also be used to approximate road 

occupancy[29]. Sobel algorithm – simple edge detection convolution can be used to 

extract the vehicle edge map in the road areas. It also less affected to the illumination 

change. Then after binarization, road space occupancy calculated as ratio between edge 

pixels present in binary image of edges and the number of pixels in the road. Derived 

value, calculated for each lane, can be used to compare traffic density between lanes. 
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2.4 Application of segmentation methods for traffic density estimation 

In this research, to estimate the traffic density, it was decided to use the 

segmentation method based on convolutional neural networks. The autoencoder U-Net 

architecture [31] was chosen as a convolutional neural network (Figure 1). U-Net is a 

symmetrical convolutional autoencoder with symmetric skip connections between layers. 

 

Figure 1 — U-Net architecture 

Source:  O. Ronneberger. U-Net: Convolutional Networks for Biomedical Image 

Segmentation. 

Architectures similar to U-Net has already been used to estimate traffic density 

[32], estimate traffic count or count people in the crowd using block regression from a 

density[33] or block regress count value directly from an image[34]. Before U-Net, full-

convolutional neural networks were used to count microscopic biological objects[35]. 

Marked data (Figure 2) is used to train the autoencoder, which are used as the 

source image and segmentation map, respectively. 
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Figure 2 - Frame example (left) and manual marking for segmentation (center) and 

counting (right) 

The U-Net architecture is based on a full-convolutional neural network but has 

better segmentation quality. This is achieved by using skip connections between the 

upsampling and downsampling layers using the concatenation operator. This allows the 

neural network to combine raw data and segmentation results at different levels of 

resolution. 

As a metric for evaluating the performance of this neural network, the Sorensen-

Dies coefficient can be used: 

             (1) 

Formula 1 means that the metric is equal to the doubling of the number of elements 

common to both sets, divided by the sum of the number of elements in each set. Also, the 

Sorensen-Dice metric is known as the F1 metric. In terms of segmentation, X is the result 

of a neural network, Y is a segmentation map (obtained, for example, as a result of manual 

markup). 

The convolutional neural network has a unique feature to perform segmentation 

not only along the contour of an object, but to reduce segments on a segmentation map to 

segments of a certain shape and size. In particular, one can use small segments (noticeably 

smaller than the initial segment), which allows you to segment objects in the image as 

points (Figure 3). This, further, allows to count objects. In this work, also, an attempt was 

made to count objects using the U-Net architecture. 
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Figure 3 - Demonstration of the use of segmentation to segments (left) and 

segmentation to points (right) 

2.5 Fast neural network architectures for semantic segmentation 

A convolutional neural network can perform segmentation to segments of a certain 

shape and size. Segmentation to points is often used to count various objects, including 

the counting of microscopic biological and human objects in a crowd — medical 

segmentation and crowd counting — these two are not only ways to use segmentation, 

but important areas of research in the field of computer vision segmentation methods with 

its own requirements and approaches. 

The semantic segmentation method is applicable for estimating both the density [4] 

and the amount of traffic (when segmenting to a point). As far as is known, point 

segmentation has not yet been applied to counting machines in a scene. This type of 

segmentation provided for vehicles in current research to perform the counting of 

transport objects at a viewing angle that causes partial occlusion. Partial occlusion can 

produce up to 90% occlusion of an object. Ability of convolutional networks to use 

multiple learned filters can improve recognition of specific patterns related to partially 

occluded vehicle, making it possible to detect in highly congested scene. Segmentation 

to point can produce point map of partially occluded vehicles, making it possible to count 

them. 

SegNet [36], proposed in 2015, is an example of one of the earliest architectures 

for semantic segmentation. However, the number of parameters of this neural network is 

about 40 million. Modern architectures (including architectures that achieve image 
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processing speeds of 30 frames per second or more) for semantic segmentation have a 

much smaller number of parameters. Less number of parameters allows to compute faster 

with less memory requirements, making it possible to process Big Data or video in real 

time. 

Number of parameters for modern semantic segmentation networks when 

processing Cityscapes [37] dataset: 

1. ERFNet - 2.1 million parameters. 

2. ENet - 0.36 million parameters. 

3. ContextNet - 0.85 million parameters. 

4. EDANet – 0.68 million parameters. 

With a much smaller number of parameters (for comparison, EDANet has 83 times 

fewer parameters than SegNet), new architectures provide better accuracy and processing 

speed[37]. SegNet, unlike EDANet or BiSeNet, is a symmetric architecture (as well as 

U-Net). It is this quality that makes the used neural network decoder a resource-intensive 

element. EDANet and BiSeNet, relying on asymmetric architectures, process the feature 

space, completing the transformation with a scaling layer. For this reason, some small 

details can be ignored in the learning process of a neural network, because, for example, 

a reduced 8 times image does not contain some small details that would be important for 

accurate segmentation. 

Another metric used to estimate quality of segmentation is IoU metric. The 

methods of semantic segmentation are compared by the Intersection-over-Union 

metric[38], also known as the Jacquard index, used to compare graphical objects of 

arbitrary shape. A distinctive feature of the metric is the scale invariance, since the objects 

are compared by the occupied graphic regions and the subsequent calculation of the 

normalized measure associated with the areas of the objects. However, the metric is not 

representative if the graphical objects are far away (| A∩B | = 0, IoU (A, B) = 0). Also, in 
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the problem to be solved, there are only two classes of the object — the machine and not 

the machine; therefore, it was decided to use the Sorensen-Dice metric. 

U-Net and SegNet are examples of symmetric auto-encoder architectures based on 

full-convolutional neural networks. Due to symmetry, the decoder block has the same 

number of parameters as the encoder, which explains a large number of parameters. It 

makes these architectures slow, hardly applicable in practice. 

EDANet (Efficient Dense modules with Asymmetric convolution) is one of the 

new architectures for semantic segmentation. A distinctive feature is high speed (3 times 

faster than ICNet): this neural network is capable of processing high-resolution images at 

a frequency of 108 frames per second with mIoU = 67.3% [37]. 

Using the asymmetric non-decoder architecture EDANet achieves high 

performance. 

The EDANet architecture (Figure 4) consists of: 

1. Two dimension-reduction units 

2. Two EDA blocks (each EDA block contains dot convolutions (with the size of 

1x1 cores) at the input and output of the block, as well as sequentially located asymmetric 

convolutions (1x3.3x1) inside the block). 

 

Figure 4 - The EDANet neural network architecture 

Source: Lo, Shao-Yuan, Hsueh-Ming Hang, Sheng-Wei Chan, and Jing-Jhih Lin. For 

real-time semantic segmentation 

Pointwise convolutions. Point convolutions are an element of Inception-

architectures and a filter with 1x1 kernel, which performs convolution on pixels in depth. 
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Point convolutions used to manipulate number of channels and can significantly reduce 

the computational complexity of the architecture by reducing the number of channels. 

Assymetric convolutions. Asymmetric convolutions are the solution to substitute 

an N x N convolution into two consecutive convolutions of N x 1 and 1 x N [39], allowing 

the convolution to be calculated by sequential memory access when calculating the 

convolution. resources. 

Dilated Convolutions (Astrous Convolution) also reduce the need for 

computational resources by exponential expansion of the receptive field of convolution 

and a dilation between convoluted pixel blocks. Dilated Convolutions are used in the 

second asymmetric convolutions block in the EDA block. 

Another example of a fast segmentation architecture used in this work is the 

BiSeNet (Bilateral Segmentation Network) [40]. In this architecture (Figure 5), high 

performance is achieved due to the parallel calculation of the spatial and contextual path 

(which is needed to derive a large receptive field). The spatial path is to consistently apply 

convolutional layers to obtain 1/8 dimension for obtaining detailed image features. The 

context path uses Global Average Pooling based on the attributes of a pre-trained 

Xception architecture (which provides a quick dimension reduction) and thus context 

calculation. The context path uses Attention Refinement modules. Then, to display the 

final segmentation map, the two paths are combined using the Feature Fusion module. 

Attention Refinement module is a special module consisting of layers of global 

pooling, point convolution, a packet normalization layer and a sigmoid activation 

function and a parallel path that multiply. The module is needed for the processing of 

signs at each stage. 
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Figure 5 - Architecture of the BiSeNet bilateral segmentation network 

Source:  Yu, Changqian, Jingbo Wang, Chao Peng, Changxin Gao, Gang Yu, and Nong 

Sang. Bisenet: Bilateral segmentation network for real-time semantic segmentation. 

2.6 Vehicle detection 

Viola-Jones cascade of classifiers - a machine learning approach for visual object 

detection, which is capable of rapid processing of images[41]. Viola and Jones’s 

AdaBoost learning algorithm usually utilized for the selection of small number of 

appropriate features (Haar wavelets) and construction of binary classifiers. Binary 

classifiers organized into cascade that provides statistical guarantees that discarded 

regions are unlikely to contain the object of interest. Haar features have proven to focus 

on what remains constant over different detection windows with small variations 

(viewpoint, lighting). Method is sensitive to illumination, weather conditions, perspective 

distortion and rotation. Cars, depending on road camera point of view, are rigid in form, 

therefore this method is applicable and could produce sufficient results. Because of 

sensitiveness a lot of different positive and negative images need to be gathered. It is 

possible to combine multiple detectors (e.g. detectors that based on front and side view 

images of vehicles). 

The method achieves high performance with the use of 1) a cascade of simplest 

classifiers, which allow ignoring certain areas of the image with a high probability that 



28 

 

do not contain the desired object 2) using the integral sum when calculating Haar 

wavelets. The Haar wavelet is a graphic feature defined by a shape with white and black 

areas. To calculate the compliance of the image with the characteristic, the calculation of 

the sums of pixels in the white and black areas is performed. The ratio of white to black 

pixels for this part of the image is used as a value for classification. 

When constructing a cascade, at each stage, the choice of a feature is performed 

that provides the best classification quality. 

Histogram of oriented gradients(HOG) is a method based on classification of 

histograms of oriented gradients descriptors[42]. Image window is divided into small 

spatial regions(“cells”), for each cell accumulating a local 1-D histogram of gradient 

directions (HOG descriptors) or edge orientations over the pixels of the cell. HOG 

descriptors then need to be classified with methods like SVM (support-vector machine). 

HOG outperforms wavelet and SIFT methods in pedestrian detection and also method 

can detect cars of different color under different lighting conditions (day, night width road 

lights, morning, cloudy/sunny day) due to low sensitivity to intensity 

Background subtraction(BGS) – is an object segmentation method, that based on 

extraction of pixels that different from the background (usually there is a threshold of 

difference given)[43]. BGS is one of the easiest methods for extracting scene objects. 

BGS usually has many sources of errors (e.g. shadow, partial object occlusion), but 

also it is the richest method in terms of quantity of approaches to eliminate this errors. 

BGS method consist of two stages: 

1. Background learning – background image learned using statistical methods 

(such as Mixture of Gaussian Models[44,45]). 

2. Background subtraction – difference with learned statistical model of image 

sequence is produced for image. 

Both stages can be executed simultaneously in real-time background learning. 
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There are different types of errors, that can happen when using this method for car 

segmentation (like car occlusion and shadow casting). In this case, multiple vehicles in 

the occlusion can be identified as one object. Car windshield usually has small difference 

with background(road) color. Therefore, it is almost impossible to get solid blobs for cars 

as a frame-background difference. 

Background subtraction can effectively be used in traffic monitoring for 

freeways[46], but are most likely to fail when car occlusion happens. Thus, background 

subtraction is not desirable to use for highly congested roads analysis with camera angle 

which implies frequent observation of partial vehicle occlusion. 

2.7 Vehicle tracking 

There are two most used object tracking methods, that based on histogram 

representation of objects [28]: 

− Mean-shift – method based on plotting of a 2D probability space where an 

object template can be located with the help of corresponding template 

matching algorithm that aims to locate the maximum in a 2D probability 

space in order to specify the location of a predefined template. Method is 

weak on perspective images; 

− Particle filters– a path estimation method that recursively predicts the target 

object’s posterior with discrete sample-weight pairs in a dynamic Bayesian 

framework. This method is able to cope with non-linear non-Gaussian 

assumption. 

These trackers combined with visual representation unable to cope with low 

framerate of video, poor motion continuity and rapid changes in the appearance[47]. Also, 

occlusion should be mentioned because of change in the visual representation of an 

object. 

Methods are robust in tracking of rigid templates but perform poorly with object 

tracking in perspective video. To solve this issue mean-shift method has been improved 

to CamShift (continuously adaptive mean-shift) which adaptively adjusts the tracking 
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window’s size, but CamShift algorithm performs poorly when the object to be tracked 

suddenly gets occluded by an obstacle [48]. 

The movement of the vehicle is characterized by a gradual change in the motion 

parameters (speed, acceleration) and direction. To track such objects, the MedianFlow 

algorithm can be used, based on the path prediction error [49]. The MedianFlow method 

for tracking objects uses trajectory prediction not only forward, but also backward in time 

and compares the error in the difference in trajectories. The method uses the assumption 

that the correct tracking should be independent of the direction of time. First, the object 

is tracked forward in time and a straight trajectory is built. If the trajectories are very 

different, the straight trajectory is discarded. Distinctive feature of the method is the 

ability to detect facts of incorrect tracking. 

Kalman filter can be used to predict the trajectory of a vehicle in consequent 

frames. The Kalman filter point tracking is the most popular among the parametric 

approaches, which obtains an analytical solution for tracking by assuming linear 

dynamics of vehicular movements and a Gaussian distributed displacements of vehicular 

objects [50]. When tracking is performed, an algorithm searches for possible image 

displacement in nearby area. And the task of a filter is to reduce number of comparisons 

using the probability of next point displacement based on its previous movement 

statistics. 

Kalman filtering nevertheless can produce inaccurate results when estimating 

possible movement from image due to significant perspective distortion (change in planar 

image coordinates has different relation to distance and depends on a view angle and 

therefore significantly differs between near and far road segments). It is possible to 

improve movement prediction using projective transformation. 

2.8 Traffic video anomaly detection methods 

The behavior of a special vehicle is abnormal for a traffic situation. Therefore, to 

identify this type of behavior, you can use various existing methods of machine learning 
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to identify anomalies. Also within the framework of the work, a new method of detecting 

anomalies is proposed. 

The method in [51] uses the background subtraction technique and tracing the 

resulting points of interest using the KLT method to obtain ROI. To account for the 

graphical anomalies histogram of oriented gradients (HOG) is used. To take into account 

dynamic anomalies, it was proposed to use a histogram of oriented swarm accelerations, 

which is an agent-based model of “predators” and “victims”, based on tracking methods, 

which takes into account inertia and interaction of “predators”. Since the method relies 

on the analysis of areas (both in terms of appearance and in terms of dynamics) and two 

types of descriptors, the method can distinguish areas of visual, dynamic and visual-

dynamic anomalies. There is also a joint use of visual and dynamic features - using HOG 

and HOF (optical flow histogram)[52]. 

Hierarchical clustering of trajectories based on similarity can also be used[53]. The 

method, due to the analysis of trajectories, can distinguish anomalous trajectories of 

movement of objects. However, trajectory tracking makes the method susceptible to 

losing track error. 

The most popular feature for the problem of isolating anomalies is a mixture of 

dynamic textures [54–56] - a generative model that models a set of video sequences 

derived from a dynamic texture. Each space-time block is defined by a linear dynamic 

system in which the subsequent hidden state is determined based on the vectors of the 

previous hidden state and the process vector, and the representation vector is determined 

through the vector of the previous hidden state and the noise vector [57]. 

Among other feature used to detect anomalies [58]: 

1. Feature vector extracted using convolutional neural network. 

2. Fisher trajectory vector. 

3. Code words of space-time regions. 

4. Spatio-temporal cuboids [59]. 
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2.9 Anomaly detection techniques 

In this work, a comparison was made of the Isolation Forest and OneClass SVM 

anomaly detection methods applied to the dynamics feature. It is assumed that after 

training the methods on video with normal motion, the methods will determine the 

movement in the oncoming lane as a significant anomaly in the video with movement on 

the oncoming lane. Isolation Forest and OneClass SVM are unsupervised methods that 

analyze the distribution of points.  

The Isolation Forest method is a method whose task is to isolate anomalies using 

trees, and not to extract norm maps [60]. According to the authors of the method, methods 

relying on the construction of profiles of normal values are not optimized to detect 

anomalies directly, giving rise to many false positives. The advantage of the method is 

that it is not limited by the dimension of space and is fast. Anomalies are isolated closer 

to the root of the tree, because they are rare and far from the basic data (that is, it is easiest 

to isolate from the rest of the data). Anomaly is determined by the depth of isolation in 

the tree. 

OneClass SVM is a method based on non-linear mapping of features into 

multidimensional space using kernels. The rule-oriented method will look at how many 

points fall into a certain region and, based on this, draw a conclusion about the norm in a 

region. OneClass SVM works in the opposite way: it starts with points that must fall into 

a region and then calculates a region that has the desired property. Initially, many such 

regions appear. Therefore, regularization is used to reduce the region associated with the 

core. OneClass SVM, can be used to identify anomalies in the video when using space-

time cuboids [61]. Also, OneClass SVM can be applied to the semantic vector resulting 

from the training of a convolutional neural network. However, the semantic vector 

contains instant data related to a particular frame. To correctly determine the anomalies 

of the dynamics itself, it is necessary that the code vector of the semantic neural network 

contains data on the dynamics in a time sequence. 

The anomaly detection method can also be based on the background subtraction 

method used by the Gaussian Mixture Model [56]. When using this method, a map of 
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distributions is constructed based on a weighted Gaussian sum for each pixel of the image. 

GMM parameters are calculated based on the Expectation-Maximization iterative 

algorithm. All that is outside the resulting distribution is an anomaly (or, as in the 

background subtraction method, an object other than the background). 

2.10 Dimensionality reduction techniques 

PCA (principal component method) is a statistical method that uses orthogonal 

transformation to transform multidimensional data into a set of linearly uncorrelated 

variables (components). Each resulting component is a linear combination of input 

features. Components have order. The very first component has the greatest variance. The 

method was proposed in 1901 by Pearson [62]. 

TSNE (t-distributed Stochastic Neighbor Embedding) [63] is a multidimensional 

data visualization tool (proposed in 2008) that converts the similarity between data points 

into conditional probabilities and tries to minimize Kullback-Leibler divergence between 

conditional probabilities of a small dimension and a larger dimension space . TSNE has 

a nonconvex loss function (depending on the initial conditions, different data 

representations can be obtained). 

UMAP (Uniform Manifold Approximation and Projection) [64] is a new dimension 

reduction method (proposed in December 2018), based on the use of Riemann geometry 

and algebraic topology. UMAP is comparable to TSNE in visual quality and has better 

performance. UMAP optimizes the placement of data in a small dimension space to 

minimize cross-entropy between two topological representations. The disadvantage of the 

method is its non-interpretability. Also, UMAP is based on the axiom that local distances 

are more important than global distances. Therefore, UMAP is not recommended for 

capturing a global structure. 

2.11 Traffic video preprocessing 

Video preprocessing techniques used to reduce computation time, requirements for 

computational resources, requirements for network bandwidth, etc. 
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Road area extraction is an extraction of pixels that belong to the road. It is used 

to reduce false positives in detection algorithms, that can happen especially when using 

feature-based detection and background subtraction methods used. There are different 

approaches including frame difference accumulation [65] and region of interest (ROI) 

definition, usually represented as geometrical figure. 

Frame difference accumulation is the accumulation of frame difference over video 

frames. After accumulation, each accumulated pixel value divided by the number of 

frames. Then binarized image(mask) based on average value excess produced. After mask 

generation, erosion and dilation operations can be used to reduce noise both in black and 

white areas and to expand mask to regions that was not detected as a road area (because 

of rare pixel change) but has high probability to belong to road. 

2.12 Camera calibration 

Camera calibration(projective mapping) is the process of estimating camera 

parameters so that pixel points in camera coordinates can be mapped into real-world 

coordinates[66]. 

In the literature, the term “Camera calibration” tends to be used to refer to mapping 

of objects position on an image to the real-world physical or virtual space coordinates. 

Calibration of the camera can be done through evaluation of camera parameters - focal 

length, pan angle, tilt angle, height of camera. 

In practice, it is required to determine the coordinates of the vehicle on the road 

and its speed in physical units (e.g. meters, km/h). To display the coordinates of screen 

points on a virtual geometric plane, projective mapping (projective transformation) is 

used, which consists in defining a special transformation matrix, to which the vector of 

coordinates of the object on the screen should be multiplied to obtain its coordinates in 

the virtual physical plane [67]. 

Knowledge of the geometry of the road, geographical coordinates and the position 

of the point on the road image, allows us to obtain the physical coordinates of the object. 
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This can later be used to obtain GPS-like vehicle tracks (with longitude, latitude values) 

using only the data from the traffic camera. 

Projective mapping is also known as perspective transformation (or homography 

transform), which is linear planar mapping. 

Projective mapping can be achieved through the use of vector-matrix multiplication 

(formula 2). For an arbitrary object, the relationship of a fixed points in an image and a 

reference image can be described using forward-mapping matrix: 

 (2) 

There are a total of eight coefficients in the equations of the forward mapping for 

2D-transformation (considering the eight degrees of freedom (two for each operation) – 

translation, rotation, scaling, shearing). Therefore, it is possible to map road 

representation on camera to any rectangle, that can be shifted, rotated, scaled and sheared 

in any way possible. 

In this work, the camera calibration applied in determining the lane of the car: road 

scene projected on virtual rectangle to allow estimation of traffic parameters with lane 

precision. Example of virtual rectangle markup and result of transformation presented on 

figures 6 and 7. 

 

Figure 6 - Markup for perspective transformation 



36 

 

 

Figure 7 - Result of perspective transformation 

2.13 Problem of traffic video analysis 

Traffic congestion of observable road needs to be considered. Also, illumination 

varies dramatically over daytime. There are many things that can also affect quality of 

recognition. 

Following are the possible issues with traffic cam usage: 

1. Variety in types of vehicles (new, rare and unusual car models which can be 

absent in database used in detection methods training). 

2. Work under wide variety of traffic conditions (congestion, rules violation, 

unusual behavior, car accidents). 

3. Weather/light conditions (sun, twilight, night, night with road lights, falling 

or laying rain (wet road reflects light), falling or laying snow (can make 

background subtraction methods unfunctional, because of fast background 

change at snowfall), shadow strength and direction. 

4. Computational efficiency of algorithm. Applicability for a real-time video-

analysis. 

5. Specifics of selected algorithm (e.g. color sensitivity/insensitivity, distortion 

(e.g. different scale of objects, rotation) sensitivity/insensitivity). 

6. Physical errors (camera shake because of wind), video encoding errors 

(square noise). 

7. Perspective-based distortion (depth of view, position and view angle of 

camera can make image of a car distorted and therefore affect quality of 
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recognition) and perspective-based effects (e.g. partial cars occlusion 

because of point of view). 

8. Quality of video/cost estimation of camera. 

9. Communication bandwidth (between datacenter and camera). Also 

significant for distributed video analysis. 

10. Video quality. Video parameters, such as low frame rate can make tracking 

of already detected cars impossible. Video compression artifacts can add 

noise to a video. Low quality and CCD (charge-coupled device) camera 

noise also affect quality of recognition. 

High traffic congestion, depending on point of view, can lead to a partial occlusion 

of cars in image, limiting applicability of background subtraction techniques. 

Combination of different approaches to preprocessing should be used to achieve 

satisfactory results. 

3 DEFINITION OF EXPERIMENT 

3.1 An overview of experiment 

The research is organized as follows: 

1. Data collection (not less than a month of video). 

2. Preliminary analysis – collected video is analyzed for optimal readout time 

period for estimation of traffic parameters, detected special behavior cases 

analyzed for average traffic flow and density. 

3. Detection of special behavior cases. 

4. Speed-density analysis – 7 days of video and hours related to special 

behavior are analyzed for speed and density of the traffic. 

5. Modelling of special behavior: 1) choice and validation of classification 

model to distinguish normal road states (in space of speed-density) and 

related to special behavior 2) construction of simulation model to assess 

speedup from implementation of special behavior. 
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3.2 Data source 

To collect data on cases of special behavior, a camera was selected with a view of 

the road section with dense two-way traffic on Nevsky Prospect, 110 meters long and 

17.5 meters wide (Figure 8). 

 

Figure 8 - Diagram of the camera overview 

A set of video data contains video obtained for different periods of time: 

1. 7 days in April 2017. 

2. 14 days in November 2017. 

3. 8 days in December 2017. 

4. 6 days in January 2018. 

A total of 35 days of video was collected and analyzed. The video has a resolution 

of 960 by 720 pixels. For video data, a mask of the region of interest was built to eliminate 

false positives of the object recognition algorithms in the image. 

Initially direct data gathering was done with maximum video quality without 

recompression. But issue with high disk capacity requirements became explicit very 

soon(hard disk consumption is 780 MB per hour) – 67 GB of hard disk space consumed 

every 24 hours and method was reevaluated. 

It was necessary to filter unnecessary parts of video using mask. In order to achieve 

mask, accumulated frame difference method[29] was used (figure 9). 



39 

 

 

Figure 9 - Road mask generated using accumulated frame difference method(left) and 

initial image of the road(right) 

As shown in figure 9, double line crossing (change of lane to opposite) occurs very 

rarely and therefore colored with black. This black line will not allow to continuously 

track vehicle that crosses double line. But it is necessary to detect such crossings. That is 

why the method was improved with double scaling and dilation. Also, not absolute frame 

difference was accumulated, but square of a difference to make facts of movements more 

significant in order to include rarely visited, but significant parts of the road. 

3.3 Architecture of data collection system 

The data collection system was implemented (Figure 10). The process of collecting 

and analyzing data consists of the following steps: 

1. Collection of video files with duration one hour each. 

2. Detection of cases of oncoming traffic - using computer vision methods, 

behavior that is characteristic to a special transport — movement by the 

oncoming lane is detected. At this stage, the entire array of video data is 

filtered for the presence of cases of special behavior in the video data. 

3. Preliminary analysis of the traffic situation for traffic flow and traffic density 

for video fragments containing special behavior.  

A unique feature of this system is the possibility of parallelism and pipelining of 

video data processing, which allows to build an optimized system for analyzing road 

traffic using computer vision methods. 
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Figure 10 - Architecture of the data acquisition system (MBOL - movement by  

the opposite lane) 

 

Based on traffic state data for the cases of special behavior, scatterplots are 

produced. Using plots, it is possible to suggest the degree of compliance of a traffic 

situation with the manifestation of special behavior in order to perform further analysis 

and investigation of video fragments for possible MBOL-cases. 

3.4 Calculation of readout period 

To determine the reading interval of traffic parameters, a second-precision analysis 

of the traffic density (using EDANet for semantic segmentation) was conducted within 

one hour at 11:00 am on the first day of video surveillance. Further, an analysis of the 

spectral density was made and the frequencies most characteristic of the traffic situation 

were identified. The graph (figure 16) shows that the frequency of 0.022 Hz is noticeable 

on all lanes. That corresponds to the period of 45 seconds (the mode of the traffic light). 

In accordance with the Nyquist – Shannon sampling theorem, it is necessary to take the 

Nyquist frequency as twice as high as the present frequency of 0.022 Hz, i.e. 0.044 Hz 

(period = 22.72 seconds). To simplify the calculations, a period of 20 seconds will be 

chosen (0.05 Hz). 
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Figure 16 -Power Spectral density of traffic density (with second precision) 

3.5 Preliminary analysis of optical flow 

Dataset can be characterized with unstable frame rate (4-15) and video coding 

artifacts. This can produce unreliable optical flow measurements due to high pikes during 

delayed frames. Optical flow visualization produced noticeable flickering. Thus, 

preliminary analysis was conducted. Video scene has been analyzed for 175 frames with 

summation of total displacement magnitude for each frame. Unstable frame rate led to 

noticeable fluctuations in optical flow (Figure 17). Magnitude then was smoothed with 

moving average with 10-values window (orange curve). 

 

Figure 17 – Total displacement magnitude for every of 175 frames (using Gunnar-

Farneback method) 
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3.6 Speed-density analysis pipeline 

Traffic speed and traffic density parameters were selected to classify MBOL/non-

MBOL-related 20 second time blocks (figure 11): 

Frames from the video are obtained every 20 seconds (this value is calculated by 

analyzing the traffic density per second and identifying the maximum readout period of 

discrete readings in accordance with the Nyquist-Shannon theory - which will be 

discussed later). 

Every 20 seconds (until they are completed), 8 frames are accumulated with an 

interval of 4 frames for analyzing the optical flow (by the Gunnar-Farneback method). 

After calculating the optical flow, the optical flow map is filtered through the 

segmentation map. The frame processed by segmentation methods determines the 

presence of cars on the road. Thus, we obtain the speeds of only the necessary pixels (of 

the vehicles themselves). Density is also calculated for lanes (the number of “white” 

pixels in relation to the entire set of pixels is defined as the density of traffic on the road). 

Traffic speeds and densities are extracted separately for each lane. 

 

Figure 11 - Architecture of the speed-density processing pipeline 
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4 DETECTION OF SPECIAL TRANSPORT BEHAVIOR 

4.1 Detection of special transport behavior using TrackLoops 

As a special case of special behavior, a movement by the oncoming lane (MBOL) 

was chosen.  

To detect the movement in the oncoming lane, a novel method named 

“TrackLoops” is used (Figure 3), which uses tracking windows located in certain places 

of the road (their location and shape can be optimized). Each tracking rectangle is placed 

on the road area for a limited number of frames.  

At each location, an object located in a rectangle is captured and tracked over 

several subsequent frames. Then - reset and return the rectangle to its original state with 

record of displacement (dx and dy along axes x and y). If the rectangle moves along the 

direction of the road, then no special behavior is detected. But if it moves against the 

direction of the road several times in a row, then the detector is triggered, gives a signal, 

saves a screenshot and records the event in the log. 

For tracking rectangles, the Kernelized Correlation Filters (KCF) method[68] was 

used, which allows tracking objects with high performance (necessary for Big Data) and 

fixed tracking window size. 

Further, according to the journal, the list of video files containing movement by the 

oncoming lane is restored. 

This method uses a periodic reset of the detector, since computer vision algorithms 

designed to track objects are subject to track loss error [8]. Resetting the tracker allows 

one to restore tracking in a short period of time. Thus, the method of detecting special 

behavior, as compared with the methods of searching and tracking special transport, is 

more resistant to errors. 

This method is similar to using Virtual Loop to count machines per video, but it 

uses a tracking algorithm, instead of the often-used combination of background 

subtraction and baselines. 



44 

 

Also, cases of false triggering of the detector were detected. These were cases of 

movement of the reflection of headlights on wet asphalt in the oncoming lane. However, 

since the headlights extend to a limited area of the road, it was possible to eliminate this 

error for several cases, by finding the optimal placement of the rectangles on the road 

(with the placement at a greater distance from the double line). 

The TrackLoop method is the placement of the tracking window at specific 

locations in the scene for a limited period of time. The method does not use a detector 

and therefore is not subject to errors of the first and second kind in the problems of 

detection. Also, the method is more resistant to the “track loss” error, since every few 

frames (for example, 4) the tracker is reset and initialized. An example of placement of 

tracking windows is shown in Figure 12. 

 

Figure 12 - An example of tracking windows “TrackLoop” located on the road and map 

of displacements for the second “TrackLoop” on the right 

5 ANALYSIS OF SPECIAL TRANSPORT BEHAVIOR 

5.1 Traffic flow estimation 

Traffic flow estimation is implemented using the object detection and tracking 

approach [9] in a limited area of the image. This method is a cyclic procedure involving 

the use of the Viola-Jones method to search for objects in an image and MedianFlow for 

subsequent tracking of detected objects. The intersection of the tracked object by the 

center of the rectangle means an increase in the traffic flow counter for the corresponding 

side of the road. The side of the road on which the vehicle is moving is determined using 

the projective transformation method. The use of this method is due to the frequent 
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overlap of machines with dense traffic, at a certain camera viewing angle, which prevents 

the use of background subtraction and segmentation, as well as Virtual Loop, to calculate 

the traffic flow traffic, as they are used to estimate traffic parameters on highways, where 

cars move at a distance.  

To implement vehicle counting, vehicle detection and tracking methods were 

combined into well-known detect-and-track approach[23,66,69,70]. In the 

implementation of vehicle tracking it was observed that tracking window can “fall” from 

a vehicle on a road and lay there with zero speed. In order to filter such windows, “time-

to-delete” timer was introduced for all the tracking windows (it allows to delete “fallen” 

windows without any commitment into results). “Exit” rectangles are used to delete 

successfully traveled cars (figure 13). After deletion, track data calculated and written to 

the report file. 

 

Figure 13 - vehicle tracking and counting using “Exit” rectangles 

5.2 Implementation of vehicle detection methods 

In the implementation of vehicle recognition, Viola-Jones method was used. The 

car recognition program was implemented using ready to use cascade (Figure 14) based 

on UIUC Image Database for Car Detection(collected by Shivani Agarwal, Aatif Awan 

and Dan Roth), which based on 1050 training images (550 car and 500 non-car images). 

Problem of insufficient recognition quality lies in point of view used in positives 

dataset – vehicles are photographed from the side, but on a test video, cars observed from 

the top of the building on the side of the road at an angle to the horizon. Thus, it is 

http://cogcomp.cs.illinois.edu/page/people_view/2
mailto:mawan@uiuc.edu
http://l2r.cs.uiuc.edu/~danr/
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necessary to gather the most suitable positive and negative images dataset in order to train 

new cascade. 

 

Figure 14 - Quality of recognition of ready to use Haar cascade 

For the case, vehicle counting implementation using baseline or virtual loop is not 

appropriate due to vehicle occlusion. 

Vehicle detection using HOG descriptors with SVM classifier was also 

implemented (Figure 14). 

 
 

Figure 14 - recognition using HOG+SVM method 

Also, a method of detecting cars based on background subtraction and blob tracking 

was implemented (figure 15). For the implementation of background subtraction method, 

BGSLibrary was used. The library contains implementation of multiple types of 

background subtraction methods implementations (e.g. gaussian mixture model(GMM)). 

Occlusion of blobs is happening because of shadow and partial occlusion of cars in 

initial image. Background subtraction can be used for vehicle detection only if vehicles 

maintain distance. 
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Figure 15 - Recognition using background subtraction (left) and result of background 

subtraction with the use of morphological operations (right) 

Many vehicles are not detected as blobs because of small difference in road and car 

windshield color (and also color of vehicle surface reflection). It produces many small 

unconnected blobs of which the vehicle consists. 

6 RESULTS 

A total of 35 days of video data from a road surveillance camera were collected 

and analyzed. 

When using the TrackLoop detector, 27 cases of exit to the oncoming lane were 

found (figure 16). In 25 cases it was a special transport, in 2 cases it was a violation of 

the rules of the road by an ordinary vehicle. 

For video clips lasting one hour, a density and flow analysis were performed using 

the road occupancy estimation through edge counting and detect-and-track approach 

(using Viola-Jones and MedianFlow methods) correspondingly. The method based on the 

detection of special behavior, showed high resistance to light interference. This type of 

interference is most typical for evening hours when there is a high traffic load associated 

with the return of people from work and most likely to travel to the oncoming lane due to 

the inability to quickly cover the distance along the main lane. 
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Figure 18 - Examples of cases of special vehicles on the oncoming lane 

6.1 Comparison of vehicle recognition methods with manual markup. 

2284 positive and 5171 negative images (of vehicles and background objects 

correspondingly) were collected into big training dataset, 800 positives and 2700 

negatives into small training dataset. Haar cascade has been trained up to 17 stages. 

Implementations of all of the methods were modified in order to conform with 

performance and quality of recognition test process. 

Ten frames of test video were selected for markup comparison. Manual markup 

was done. Results presented in figure 2. Haar and HOG related to small training dataset 

and Haar2+and HOG2+ related to big training dataset. BGS does not depends on dataset. 

When there is high traffic density, car partial occlusion occurs that reduces BGS quality 

of recognition significantly. BGS also has more false positives than other methods. 

It can be concluded, that BGS and HOG are both outperformed by HAAR in terms 

of speed (figure 19) and quality of recognition (figure 20). Thus, Viola-Jones method will 

be used as a visual object detection method in detect-and-track approach for traffic flow 

estimation. 
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Figure 19 - Recognition performance comparison using HOG+SVM, Haar cascades, 

background subtraction methods 

 

Figure 20 - Quality of recognition comparison using HOG+SVM, Haar cascades, 

background subtraction methods 

6.1 Application of real-time inference neural network architectures 

Neural network architectures for semantic segmentation with ability of real-time 

inference were assessed for applicability to the tasks of analyzing the density and count 

of traffic 

60 frames were assigned for the task of determining the amount of traffic and 60 

frames for the task of determining the traffic density. The samples were divided in the 

ratio of 50 to 10 (for training and validation). For each sample, augmentation was 

performed (12 different transformations), including variations of scaling, blurring, shift. 
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EDANet and BiSeNet architectures were used as real-time neural output networks; 

SegNet neural network was used as the baseline (Table 1). Processing speed is compared 

on images of 512 by 512 pixels. 

Table 1. Comparison of neural network architectures on the figure segmentation task 

Architecture Parameters, mln Epochs Dice train loss Dice val loss Frames per second 

BiSeNet 0.88 40 0.05 0.14 95 

EDANet 0.68 8 0.041 0.09 64 

UNet 13.4 3 0.037 0.097 23 

 

EDA significantly outperforms BiSeNet in terms of learning speed (a smaller loss 

was reached already at the 8th epoch) with a smaller number of parameters, but the output 

speed is about one and a half times less. U-Net very quickly captures the details of the 

scene due to skip connections, but it requires more memory due to the symmetry of the 

architecture. Despite the high speed, BiSeNet has a lower learning rate and worse 

accuracy. For the segmentation task (for estimating traffic density), EDANet seems to be 

the most efficient. Visualizations of the work of the EDANet, BiSeNet and UNet methods 

are presented in Figures 21-24. 

 

Figure 21 - Result of work on a randomly selected frame of BiSeNet architecture after 

40 epochs (left) and U-Net after 3 learning epochs (right) 
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In the case of point segmentation, the number of pixels of different classes on the 

markup maps is unbalanced and the value of the Dice metric does not indicate the nature 

of the error in approximating points, therefore visualization is necessary. 

Since asymmetric networks rely on scaling in the last layer, there is a specific limit of 

granularity for them. This limit can be reached during training (table 2). The point 

segmentation task requires small details as a result of the output (points). Therefore, the 

use of asymmetric architectures that perform scaling in the last layer does not seem 

appropriate for point segmentation and in practice does not produce an acceptable result. 

Table 2. Comparison of neural network architectures on the point segmentation task 

Architecture Parameters, mln Epochs Dice train loss Dice val loss 

BiSeNet 0.88 40 0.32 0.72 

EDANet 0.68 10 0.31 0.64 

EDANet 0.68 20 0.24 0.64 

EDANet 0.68 30 0.22 0.63 

EDANet 0.68 40 0.22 0.63 

UNet 13.4 10 0.11 0.61 

 

When using asymmetric architectures, there are scaling artifacts and generally low 

accuracy compared to symmetric Unet architecture. 

 

Figure 22 - Result of point segmentation on a randomly selected frame using EDANet 

architecture (20 epochs) 
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Figure 23 - The result of point segmentation on a randomly selected frame using the 

BiSeNet architecture (40 epochs) 

 

Figure 24 - The result of point segmentation on a randomly selected frame using the 

UNet architecture (10 epochs) 

According to the results of point segmentation, it can be concluded that to solve 

such a precise task as a point segmentation, a symmetric architecture is needed (in which 

there will be no scaling distortion). Therefore, it is recommended to use the UNet 

architecture for point segmentation, and to compensate for the impossibility of real-time 

data processing by frame skipping. 

Despite the presence of a large number of extraneous objects, only cars are 

asegmented during figure segmentation (Figure 25), which indicates a significant 

difference of this method from the Background subtraction [8]. 
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Figure 25 - An example of the selectivity of the segmentation method 

An example of counting the number of cars for one hour in which congestion is 

observed is shown in Figure 26. Presumably, this method can also be used to estimate the 

density of pedestrian traffic and count the number of pedestrians. 

 

Figure 26 - Graph of the number of cars. Measurement time from 14:00 to 15:00, 

November 17, 2017 

By the nature of the change in the number of cars, it is possible to determine the 

state of the traffic flow (traffic phase): in the absence of a traffic jam, cycling with a high 

amplitude is observed; The graph shows that by the middle of the hour a traffic jam is 

formed with heavy traffic. 

Also, there is a graph of the number of cars for the first 5 minutes of the hour 

(Figure 27). Measuring the distance between the “waves” of traffic, one can evaluate the 

mode of operation of the traffic light. 
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Figure 27 - Graph of the number of cars in the 5-minute interval 

In the future, this method will become a component of the system for analyzing 

traffic parameters in the system for detecting cases of special behavior. 

Traffic analysis using video surveillance tools provides an opportunity to estimate the 

exact number of cars on the road with an accuracy of a second and with an accuracy of a 

lane. This feature can be used to build micromodels of traffic on the observed section of 

the road. Many modern traffic analysis services, including Yandex.Probki [71] and 

Google Traffic [72], cannot provide such accurate data. they rely on GPS data having an 

error of 5 meters in an open area [16]. 

6.2 Traffic density for 7 days of observations 

Using semantic segmentation, 20-second blocks during 7 days of observations, 

traffic density with lane precision was analyzed (figures 28-29). Left (oncoming) lanes of 

the road can be characterized as the densest (related to high traffic flow from the city 

center). Right lanes are less dense and have unused capacity. Considering average and 

maximum densities, two certain roads can be replaced with one road. The densest lane is 

D2 which seems to be the lane of choice for vehicle drivers. D1 and D3 in usage are 

secondary in relation to D2. 



55 

 

 

Figure 28 – Boxplot for traffic density of time blocks when MBOL did not occurred 

(with lane precision) 

 

Figure 29 – Boxplot for traffic density for time blocks when MBOL occurred 

6.3 Traffic speed for 7 days of observations 

Using semantic segmentation and Gunnar-Farneback optical flow calculation, 20-

second blocks during 7 days of observations, traffic speed with lane precision was 

analyzed (figures 30-31). S1,S2 and S3 are characterized with slow traffic movement with 

very rare observations close to speed limit (plot shows that vehicle drivers follow speed 

limit in the city (60 km/h)). S4 and S5 have almost twice higher speed values than S1-S3. 

All of the lanes have speed limit exceeding except S3 (but this probably related to 

insufficient number of observations). For congested road state, speed is lower for lanes 
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1-3, but for lanes 4-5 it is a bit higher. Possible explanation is specific transport state, 

which related to high outflow of traffic from city center during evening. It can also explain 

higher speeds on lanes 4-5 due to lower traffic flow (it means less density) to city center 

at the evening. 

 

Figure 30 – Boxplot for traffic speed of time blocks when MBOL did not occurred (with 

lane precision) 

 

Figure 31 – Boxplot for traffic density for time blocks when MBOL occurred 

6.4 Adaptive suppression method 

New method named “Adaptive suppression” has been developed to detect 

anomalies in data set. 
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Adaptive Suppression - a method of detecting data anomalies, in which all data 

points have an initial accumulator value that interact at a distance and reduce each other's 

accumulator values. 

The procedure of the method is as follows: 

1. All data elements have an initial value of accumulator 1.0 and are gradually 

added to the value map. 

2. Adding a new value if there is another value nearby causes a mutual 

suppression operation and a decrease in the accumulator value of both cells 

by a certain amount, called the mutual suppression coefficient, which is 

associated with the current accumulator value. 

3. The more “suppressed” the neighboring point, the more it suppresses the new 

one that is next to it. Thus, the storage of environmental information in the 

composition of each cell is provided. Thus, a dense set of points is 

distinguished by a strong mutual suppression, while the far and rarely located 

points retain their accumulator value. 

Accumulator value totals display a measure of the anomaly of each point in the 

data. The similarity of data points is estimated based on the distance metric (measure of 

difference). Anomalies can be calculated for data for which there are distance metrics 

exist. 

The method can be implemented in many ways: 

1. Single suppression. The coefficients are selected to ensure the output of 95% 

of points beyond the limit of 0.1 (at the level of the battery). 

a. Suppression can be implemented by successive points. In this case, 

the traversal order affects the nature of the suppression. 

b. Suppression can be realized by remembering the influence, without 

changing the values of the batteries during the bypass process. Upon 

completion of the crawl all effects are applied. This allows you to 
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remove the influence of the order of bypass points. It turns out that the 

values of the batteries with one saving bypass are not considered. 

2. Repeated suppression. Odds are selected several times. Providing the weft 

of a defined share of points beyond the limit of 0.1 at each of the selection 

steps. 

a. It can be implemented through a sequential change in the values of 

accumulators on each pass, with regular randomization of the order of 

bypassing points. 

b. Or, by using the preservation and application of effects at the end of 

each iteration. 

3. Each of these options can be implemented using a decreasing influence with 

distance (using kernel), or by using a static interaction radius (a point affects 

only points in a given small radius). The use of a static radius (integer) does 

not reduce the flexibility due to the possibility of twisting the real interaction 

coefficients. 

Initially, all data points represented as accumulator cells have initial accumulator 

value (e.g. 1.0). After iteration of cross-suppression (depending on the distance), 

accumulator values decreased. Example of histogram of accumulator values presented on 

figure 32. Method receives a hypothesis about percent of anomalous data points in dataset 

(e.g. 5%). Considering anomality percent, we can further perform iterations of 

suppression, until 95% of accumulator values will be lower than specified threshold (e.g. 

0.1). Thus, method named adaptive because of necessity of iterative suppression until 

percent of data points marked as normal will be reached and anomalous data points will 

last above anomality threshold. Method produces not only mark of anomality, but also 

value of anomality (from 1.0) represented as retained accumulator value. 

A unique feature of the anomalies, when applying this method, is the fact that 

particularly anomalous points retain their accumulator value for a long time while other 

points are suppressed. Therefore, the outflow rate of the accumulator value can also be 
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considered in the determination of anomaly. The more “suppressed” the neighboring 

point, the more it suppresses the new one that is next to it. 

 

Figure 32 – Example of histogram of accumulator values after cross-suppression 

Given that the method operates only with a distance metric (a measure of 

similarity), we can conclude that the method is applicable to the search for anomalies in 

datasets of images, sounds, documents, user comments, user profiles in social networks, 

any type of data for which similarity metrics exists. There is a method for obtaining a 

universal representation of texts [73]. Thus, having a similarity metric for such 

representations, one possibly can search for unique (anomalous) texts or even perform a 

plagiarism check (uniqueness / anomality). 

6.5 Using the TrackLoop / TrackGrid and Adaptive Suppression methods to 

detect anomalies in traffic dynamics 

Dataset QMUL Junction[74] is a dataset containing 1 hour of video divided into 

time sections (a total of 1800), of which 45 contain abnormal situations (prohibited U-

turns, driving against the direction of traffic movement, stopping traffic). The dynamics 

of the scene based on the value of the TrackGrid elements (which are uniformly 

distributed TrackLoops) are shown in Figure 33. Anomalous time segments are not 

visually distinguished when performing dimensionality reduction (figure 34). 
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Figure 33 - Application of the TrackGrid method to the QMUL Junction dataset 

 

 

Figure 34 - Applying the UMAP dimension reduction method to the TrackGrid results 

for the QMUL Junction dataset 

Since the method reads the dynamics of the scene, not the visual representation, 

anomalies of the dynamics of the scene are highlighted. This leads to the fact that the 

situations of movement of objects of anomalous shape, such as double-decker buses, 

detected as anomalous (Figure 35). Also, prohibited U-turns are detected. 

Using the method, it was possible to achieve AUC = 0.726 using the adaptive 

mutual suppression method based on the values of the TrackGrid elements and the 

“average” aggregation function (Figure 36). Aggregation by quantile 0.8 increased the 

AUC value to 0.746. The result obtained is comparable to other studies conducted on this 

dataset (Table 3). 
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Figure 35 - Anomalies identified using TrackGrid and Adaptive Suppression methods 

    

Figure 36 - Graph of the ROC-curve for the function of aggregation of accumulator 

values using aggregation by “average” (left) and “quantile 80%” (right) 

Also it suggested using the False positives over true anomalies curve (FPTA, 

Figure 37). Vertical 5.0 corresponds to an acceptable ratio of the number of false positives 

of the detector and the true number of anomalies (it depends on the task and is set by the 

experimenter). Anything beyond the limit of acceptability (red vertical) does not interest 

us, since the result, with this ratio of false and correct detections, does not suit us. The 

green dotted line marks the line of an acceptable detector that ensures compliance with 

the acceptable ratio of false and true alarms at different scales. 
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Figure 37 - The curve "False positives over true anomalies" 

Table 3. Comparison of the result 

Name of the article Year AUC 

Boiman et al. Sparse inference by composition 2007 0.618 

Roshtkhari et al. Online Dominant and Anomalous Behavior Detection in Videos (Dense 

spatio-temporal patches) 
2013 0.687 

Loy et al. Stream-based Active Unusual Event Detection 2010 0.7023 

Isupova O. Anomaly Detection in Videowith Bayesian Nonparametrics 2016 0.71 

Proposed method 2019 0.746 

Loy et al. Modelling Multi-object Activity by Gaussian Processes 2009 0.7643 

Vagia K. et al. Multiple Hierarchical Dirichlet Processes for Anomaly Detection in Traffic 2017 0.8657 

Del Giorno et al. A Discriminative Framework for Anomaly Detection in Large Videos 2016 0.895 

Loy et al. From Local Temporal Correlation to Global Anomaly Detection 2008 0.9765 

 

6.6 Traffic density and traffic flow for MBOL-hours 

For video clips lasting one hour each, containing instances of special behavior, a 

density and traffic flow analysis was performed. Scatter plots were constructed for traffic 

density for the left and right sides of the road (Figure 38). There is a noticeable positive 

linear correlation (R = 0.724) for the values of traffic density on the main (left) and 

opposite (right) sides of the road. 
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Departure to the oncoming lane occurs at high traffic density values on the left 

(main) side of the road (more than 45% black pixels), with low traffic density on the right 

(oncoming) side of the road (from 15% to 35% black pixels). When determining the 

traffic density, a ratio of the number of black and white pixels (after application of Sobel 

operator to the image) is calculated. 

 

Figure 38 - Scatterplot for traffic density on the left and right side of the road 

Scatter plots were constructed for the traffic flow for the left and right sides of the 

road (Figure 39). There is a noticeable positive linear correlation (R = 0.64) for the flow 

values on the main (left) and opposite (right) sides of the road. Departures to the 

oncoming lane occur at high traffic flow (more than 800 cars per hour) on the main side 

of the road, with significant variations in the flow for the opposite side of the road (from 

550 to 1350 cars per hour). 

 

Figure 39 - Scatterplot for traffic density on the left and right side of the road 
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7 MODELING OF THE SPECIAL BEHAVIOR 

7.1 Decision model based on a traffic density 

Video has been analyzed with 20 seconds granularity. Normal 20-seconds blocks 

from 7 days of observations (with lane precision) were analyzed for density and speed 

and were classified using KNN classifier against MBOL-blocks. Totally, 30476 

observations: 29795 negatives and 681 positives related to 20-seconds blocks when 

MBOL occurred with +5/-5 minutes interval covering. 

Road images has been segmented (using EDANet) for vehicle presence and 

projectively transformed. Areas related to each lane (D1-D5) were extracted. Speed has 

been extracted accordingly, by using 10 frames accumulation of Gunnar-Farneback 

method results with extraction of meaningful areas using obtained segmentation image as 

mask. 

By using TPOT Python Automated Machine Learning Tool, using 5-Fold Cross-

Validation and F1-score as a target metric, best fit model was discovered: it is KNN with 

4 neighbours with Euclidean distance as a metric. 

Evaluation of KNN with 5-Fold Stratified Cross-Validation gives average F1-

Score 0.88. As can be seen from confusion matrices, classifier detects actual (Act*) 

MBOL-cases finding near 90% of MBOL-related blocks correctly. 

Second best classifier is Decision Tree (DT). DT has average F1-Score 0.39 for 6-

level depth (feature importances presented in figure 40) and 0.55 for 12-level depth. 

Significant difference in F1-Scores of KNN and Decision Tree (0.88 and 0.39 

correspondingly) notes the specifics of the data, for which estimation of nearest MBOL-

related data point is more effective than making complex decision tree. 
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Figure 40 – Decision Tree feature importnaces (depth=6) 

Decision Tree for depth=6 has been constructed (figures 41-42). Density threshold 

(0.522, 0.599) on the first two lanes has determining influence on decision of MBOL-

case. Low speed on the 1st lane (less than 5.6 km/h) or 3rd lane (less than 4 km/h) also 

can characterize the road situation as congested. Absence of vehicles on 5th lane with low 

speed on third lane notes possibility of MBOL. 
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Figure 41 – Decision tree model (part1) 



67 

 

 

Figure 42 – Decision tree model (part2) 

7.2 Simulation modeling of traffic flow 

To assess speedup achieved by implementation of special behavior, simulation 

model of the road has been implemented (figure 43). Model represents agent-based model 

in continuous space. Model iterates at discrete time steps (30 steps per second). 

The agent logic was implemented as follows: 
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1. The mode of operation of the traffic light is modeled by static agents (with 

speed equal to 0), which have a switchable presence parameter 

(enabled/disabled). 

2. The controlled parameter of the model is the traffic density. It is 

supported from the outside: at a density level below the specified one for 

the lane - a new car appears on the lane; if it is higher than the specified 

one – new car does not appear. For example, the mean density values for 

the MBOL-related time blocks is (0.7, 0.8, 0.7, 0.15, 0.2). 

Special transport implements the possibility of changing lanes when driving in the 

oncoming lane. Switching logic: calculate the distance to the cars ahead in two lanes. 

Once every 3 seconds, special vehicle can change lanes to where the oncoming car is 

located farther from the ambulance. Check for occupancy on neighbor lane also 

performed using position and length of vehicles on the neighbor lane. Speed reduced 

twice when performing lane switch. Timeout for switches also implemented – it can be 

performed not more than once in 3 seconds. 

The general logic of the behavior of agents: when the distance to the next machine 

is less than twice the bumper distance (3 meters), reduce the speed by the amount of 

deceleration multiplied by the fraction of the occupied bumper distance; when the 

distance to the next car is less than the bumper distance - braking to 0; when the distance 

is more than twice the bumper distance - acceleration. Acceleration-deceleration balance 

controlled depending on occupancy of multiplied bumper distance. Upon reaching the 

exit zone of 105 meters, the car is removed from the road. 

 

Figure 43 – Visualization of model (grey squares are generic vehicles, blue square – 

special vehicle, red – traffic light) 
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Density calculated as ratio of the sum of the lengths of the cars (taken 4.5 meters 

long) that are present on the road to the length of the road. 

As can be seen in figure 44, the model is able to maintain a state of congestion 

close to the specified. 

 

Figure 44 - Measured density in lanes for simulation for an hour (left) and real for 

MBOL cases (right) 

As a method of verification of the system, one can use a comparison of statistical 

values of an uncontrolled parameter — speed (the system only maintains traffic density). 

Due to the artificial nature of the system, the velocity variation turned out to be greater 

than for the actual situation (figure 45). 

 

Figure 45 - Measured density in lanes for simulation for an hour (left) and real for 

MBOL cases (right) 
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In the conditions of the simulated environment, a comparison was made for 100 

exits in lanes 1-3 and 4-5 for cases of normal and MBOL-related condition of the road 

(figure 46). Two situations are analyzed (congested (related to MBOL) and non-

congested), the speedup from the implementation of special behavior in lanes 1-3 (main 

lanes) and 4-5 (opposite lanes) is analyzed. The average travel time for a MBOL-related 

road condition for lanes 1-3 and 4-5, is 49 and 35 seconds, respectively (speedup is 1.4). 

The travel time on lanes 4–5 does not practically differ due to the small difference 

in density parameters, however, it can be longer than when driving in a normal lane, due 

to the need for braking and changing lanes in the presence of oncoming traffic. 

Lanes 1-3 is characterized by a traffic light mode, so the travel time of a special vehicle 

in a traffic flow is in a wide range from 15 to 60 seconds, depending on whether the car 

has time to pass without encountering a red traffic light. 

 

Figure 46 - Travel time of a special transport in a simulated model when moving along 

lanes 1-3 and 4-5 (oncoming) with traffic density parameters typical for normal (non-

congested) and MBOL-related traffic states 

Traffic density data can be received from the traffic camera with 20 seconds 

interval. Classification of a road state can be performed with high accuracy producing 

recommendation of the fact that MBOL can be performed. Simulation model then can be 

used to estimate speedup which can be obtained by performing MBOL by the special 

vehicle driver. 
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CONCLUSION 

A system for collecting and analyzing video data was implemented, which allows 

the detection of cases of special behavior (MBOL-cases) and the analysis of the traffic 

situation regarding traffic speed and traffic density using computer vision methods.  

25 cases of special behavior were detected, and an analysis of road traffic 

parameters related to these cases and normal cases (with week duration of observations) 

was carried out. For hours related to the MBOL-cases, traffic density and speed were 

estimated. 

Neural networks architectures for real-time segmentation were compared, the 

applicability of these architectures to density estimation and traffic counting was 

evaluated. Asymmetric real-time segmentation neural architectures were tested. 

According to the results, the EDANet architecture demonstrates acceptable accuracy and 

segmentation speed, as well as high learning speed and a small number of parameters 

(less than a million). Viola-Jones method performed best in terms of quality and speed of 

recognition in comparison with other object detection methods. Method was used in 

detect-and-track approach in estimation of traffic flow for MBOL-related hours. 

Density and speed estimation if traffic flow allowed to construct a classifier for the 

MBOL-cases with lane and 20-second blocks precision for the 7 days of observations 

with mean F1-score equal 0.88. Decision Tree model of depth 6 has also been constructed 

(with lower mean F1-score 0.39). Simulation model has been implemented to assess 

possible speedup based on traffic conditions for MBOL-cases of special behavior. Special 

behavior modeling can be used in construction of decision-support system, which uses 

acquisition of traffic state from traffic cameras and performs route planning with possible 

speedup calculation and assessment of possibility of special behavior. 

Adaptive suppression for anomaly detection and TrackGrid methods were 

implemented. These methods were applied to the QMUL Junction dataset, which contains 

anomalies in traffic flow. The AUC result (0.746) was comparable to the results of other 

studies using anomaly detection methods. 
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LIST OF ABBREVIATIONS AND CONVENTIONS 

MBOL – movement by the opposite lane. 

EDANet - Efficient Dense modules with Asymmetric convolution neural network 

architecture for image segmentation. 

ROC - receiver operating characteristic. 

AUC – area under ROC curve. 

S1-S5 – estimated traffic speed for lanes 1 to 5. 

D1-D5 – estimated traffic density for lanes 1 to 5. 

KNN - k-nearest neighbors algorithm, non-parametric method used for 

classification and regression. 

UMAP - Uniform Manifold Approximation and Projection , is a new dimension 

reduction method, based on the use of Riemann geometry and algebraic topology. 
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GLOSSARY 

TrackLoop – novel method (and graphical feature) for scene dynamics estimation. 

TrackGrid – uniformly distributed TrackLoops over image. 

Adaptive Suppression – method for anomaly detection, which receives hypothesis 

about percent of points considered anomalous and relies on iterations of cross-

suppression operations and distance metric between data points. 

Traffic flow – number of vehicles, which pass over segment of the road in a period 

of time. 

Traffic density – density of vehicles on the road. Can be defined through road 

occupancy (percent of road area used by vehicles). 

Traffic speed – average speed of vehicles in a specified area of the road during 

specified time interval. 

Traffic count – number of vehicles present on the road at the moment in time. 
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